Comparative Study on Prediction of Survival Event of Heart Failure Patients Using Machine Learning and Statistical Algorithms
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Abstract

In a pressing global health concern with substantial morbidity and mortality rates, accurate survival prediction is paramount for informed decision-making and enhanced patient well-being. This study presented a comparative investigation aimed at predicting the survival events of heart failure (HF) patients through the utilization of both machine learning and statistical algorithms. A comprehensive dataset drawn from Allied Hospital and the Faisalabad Institute of Cardiology, Faisalabad, Pakistan, was used. The Synthetic Minority Over-Sampling Technique (SMOTE) was employed on the data to rectify the imbalance, and a notable improvement was observed. To ascertain significant variables, statistical methods (Mann-Whitney and Chi-Square) were compared with machine learning-based feature selection to identify pivotal features for survival prediction, namely ejection fraction and serum creatinine. Remarkably, on final training with these features, the Random Forest Classifier emerges as the top-performing model, boasting an accuracy exceeding 90%. These findings hold the potential to substantially enhance patient prognosis, management, and outcomes, consequently alleviating the strain on healthcare systems.
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1. Introduction

Heart failure (HF) is a condition in which the heart cannot pump adequate blood to the body. Coronary heart disease, excessive blood pressure, and other chronic heart illnesses or diseases are the main causes [1]. According to data from the WHO, HF is one of the leading sources of mortality, taking the lives of around 17.5 million people each year, or roughly 32% of all fatalities worldwide. According to the Centers for Disease Control and Prevention, Americans experience a heart attack every single 40 seconds [2–4]. The danger of HF in patients can be determined by means of a variety of approaches, including biomarkers, risk scores, and their combination [5]. However, the predictive effectiveness of traditional risk prediction methods for HF is relative. Given the significance of an important organ like the heart, physicians have made it a priority to anticipate HF; nevertheless, to date, clinical practice has not consistently been able to foresee HF-related events with high accuracy [6, 7].

Understanding future risks and expected disease trajectories is critical for patient-physician interactions, allowing up-to-date decisions about treatment plans or end-of-life care [8]. Identifying low-risk patients can also
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help reduce patient tension and needless treatment costs. However, determining a patient’s risk of HF presents challenges, as the complexity of HF produces vast amounts of data that can devastate clinicians, requiring simultaneous assessment of multiple components and their relationships. To address this issue, a consistent decision support system based on artificial intelligence and machine learning techniques can aid clinicians in analyzing patient records and making informed decisions. Traditional statistics and artificial intelligence groups gave rise to machine learning [9, 10].

Machine learning algorithms have shown capacity for predicting survival events for HF patients due to their emphasis on predictive performance and model generalization, which traditional statistics may not be able to carry out effectively [11, 12]. Given the extensive data acquired, machine learning approaches offer a practicable solution for prediction in HF. According to the study of Chicco & Jurman (2020) on 299 patients with heart failure, their data comprised 13 characteristics, such as smoking, sex, and high blood pressure. To forecast the percentage of survivors and rank the features related to the most significant risk variables, they applied univariate statistical analysis to rank the most relevant factors contributing to a higher risk of death in heart failure patients. They provided empirical evidence that only two features, serum creatinine and ejection fraction, were sufficient to predict the survival of heart failure patients [7]. Also, to indicate the mortality of HF patients hospitalized at the Institute of Cardiology and Allied Hospital in Faisalabad, Pakistan [13], traditional biostatistics time-dependent models, such as Cox regression and Kaplan-Meier survival plots, were used. Advancing age, renal dysfunction, blood pressure, anemia, and ejection fraction were recognized as significant risk factors. Two distinct gender-based survival prediction models were put forth in the same study. They stated that there were considerable differences between the main risk variables and survival prediction models for heart failure patients who were male and female. However, this claim must be assessed in a broader population to generalize the findings [14, 15]. Some other literature reviewed in the process of this study includes, but is not limited to, the following: Edocor: Machine Learning and the Future of Medicine [16]; Identifying prognostic features for predicting heart failure by using machine learning algorithms [17]; Clinical applications of machine learning in cardiovascular disease and its relevance to cardiac imaging [18]; A primer in Artificial Intelligence in cardiovascular medicine [19] supervised deep learning embeddings for the prediction of cervical cancer diagnosis [20]; Heart disease and stroke statistics—2021 update [21].

Hence, there is a need for an accurate prediction of the survival rate of HF patients that would provide healthcare providers with appreciated information for informed decision-making and enhance patient outcomes. By understanding the necessary factors that contribute to the survival prediction of HF patients, healthcare providers can prioritize the factors that are most significant in the treatment and management of these patients. This study, therefore, develops a precise survival prediction model for HF patients by relating various machine learning techniques and classifying essential variables impacting survival prediction. The best model would be instrumental in improving prognosis and management, leading to better patient outcomes and reduced morbidity and mortality rates associated with HF.

2. Materials and Methods

2.1. Dataset Description

The dataset used in this study comprises medical records of 299 heart failure patients from the Faisalabad Institute of Cardiology and the Allied Hospital in Faisalabad, Pakistan, in 2015 [22]. Patients with left ventricular systolic dysfunction were classified as class III or IV of the New York Heart Association classification of the stages of heart failure. The dataset contains 11 clinical features, a follow-up period variable, and a binary response variable indicating patient survival. Features include age, anemia, high blood pressure, creatinine phosphokinase (CPK) levels, diabetes, ejection fraction, sex, platelets, serum creatinine, serum sodium, smoking, and follow-up period. The dataset was pre-processed, and the follow-up period variable was excluded from the study to focus on clinical feature-based patient risk identification. Data available at the UCI Machine Learning Repository: Heart Failure Clinical Records Data Set [23].

2.2. Data Preprocessing

The dataset was pre-processed to handle missing values and incorrect entries. Missing values were imputed, and inaccurate entries were removed. The pre-processed dataset was split into 80% training and 20% test sets to ensure model generalizability.

2.3. Model Fitting

Six machine learning techniques were employed for HF survival prediction: Random Forest (KF) Classifier, Multi-Layer Perceptron Network, Support Vector Machine, K-Nearest Neighbors, Naive Bayes, and Logistic Regression. These classifiers were chosen based on their performance across the entire dataset.
2.4. Class Imbalance

To address the class imbalance in the dataset (203 survived, 96 died), the Synthetic Minority Over-sampling Technique (SMOTE) was used to oversample the minority class, ensuring a balanced dataset during model training (See Figures 1 and 2) [24].

![Death event distribution plot](image1)

**Figure 1. Class Distribution of Death Event on Original Dataset**

![Death event distribution plot after resampling](image2)

**Figure 2. Class Distribution after Applying SMOTE to fix Imbalance**

2.5. Feature Engineering

Feature ranking was performed using conventional univariate biostatistics analysis (Mann-Whitney U and Chi-Square tests) and machine learning analysis. The top-ranking features were identified for model training.

2.6. Performance Metrics

Performance evaluation was done using various metrics, considering the class imbalance in the dataset. Metrics included accuracy, sensitivity (Recall), Matthews's correlation coefficient (MCC), and receiver operating characteristics-area under the curve (ROC-AUC). These metrics provided a comprehensive assessment of the classifiers' ability to predict HF survival accurately.

Figure 3, shows the flowchart of the research methodology through which the objectives of this study were achieved.
3. Results and Discussion

3.1. Exploring Key Features of the Dataset through Informative Visualization Plots

The visualization plots provided valuable insights into the dataset. The violin plot (Figure 4) displayed the distribution of ejection fraction for different groups based on age and high blood pressure. It indicated that older individuals with high blood pressure tended to have lower ejection fractions. The cat plot (Figure 5) showed a relationship between death events and ejection fraction, revealing that individuals who died from heart failure generally had lower ejection fractions than survivors. The scatter plot (Figure 6) demonstrated a negative correlation between platelet levels and age.
3.2. Performance Comparison of Models Developed Using Standard RF Classifier, SVM, KNN, LR, Naïve Bayes, and MLP

The performance measures of the models in Table 1 demonstrated varying levels of accuracy, sensitivity, specificity, and area under the ROC curve (ROC-AUC). It also showed the disparity between the sensitivity and specificity measurements which brings to the understanding that the prediction is skewed in favor of the majority class in the dataset. Moreover, the classification algorithms are not built to handle such imbalanced situations. Meanwhile, the Random Forest (RF) classifier exhibited the highest accuracy (73.92%) and ROC-AUC (67.39%) among the models tested. However, all models showed limitations in handling class imbalance, leading to skewed predictions.

<table>
<thead>
<tr>
<th>Evaluation Metrics</th>
<th>SVM</th>
<th>KNN</th>
<th>LR</th>
<th>NB</th>
<th>RF</th>
<th>MLP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensitivity</td>
<td>58.0</td>
<td>53.0</td>
<td>80.00</td>
<td>58</td>
<td>73.00</td>
<td>58</td>
</tr>
<tr>
<td>Specificity</td>
<td>97.05</td>
<td>91.65</td>
<td>93.1</td>
<td>82.24</td>
<td>85.73</td>
<td>82.12</td>
</tr>
<tr>
<td>G-mean</td>
<td>26.44</td>
<td>35.72</td>
<td>56.12</td>
<td>64.25</td>
<td>64.31</td>
<td>60.23</td>
</tr>
<tr>
<td>Accuracy</td>
<td>58.00</td>
<td>53.56</td>
<td>80.23</td>
<td>73.23</td>
<td>73.92</td>
<td>58.00</td>
</tr>
<tr>
<td>MCC</td>
<td>11.57</td>
<td>9.43</td>
<td>35.16</td>
<td>34.59</td>
<td>37.84</td>
<td>40.23</td>
</tr>
<tr>
<td>ROC-AUC</td>
<td>53.23</td>
<td>53.11</td>
<td>63.71</td>
<td>66.62</td>
<td>67.39</td>
<td>67.30</td>
</tr>
</tbody>
</table>
3.3. Performance Comparison of Models Developed Using Standard RF Classifier, SVM, KNN, LR, Naïve Bayes, and MLP after Applying SMOTE

Table 2 revealed that after applying SMOTE to address class imbalance, the models performance improved significantly. While the RF classifier achieved the highest accuracy (92.93%) and ROC-AUC (89.43%). Sensitivity and specificity also improved for most models, indicating better predictive capabilities.

<table>
<thead>
<tr>
<th>Empty Cell</th>
<th>SVM</th>
<th>KNN</th>
<th>LR</th>
<th>NB</th>
<th>RF</th>
<th>MLP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensitivity</td>
<td>56.42</td>
<td>33.47</td>
<td>72.00</td>
<td>83.00</td>
<td>89.00</td>
<td>57.00</td>
</tr>
<tr>
<td>Specificity</td>
<td>69.5</td>
<td>73.46</td>
<td>71.98</td>
<td>73.93</td>
<td>79.34</td>
<td>70.00</td>
</tr>
<tr>
<td>G-mean</td>
<td>61.98</td>
<td>48.24</td>
<td>68.61</td>
<td>65.32</td>
<td>68.41</td>
<td>62.95</td>
</tr>
<tr>
<td>Accuracy</td>
<td>60.21</td>
<td>57.54</td>
<td>73.00</td>
<td>83.91</td>
<td>92.93</td>
<td>55.78</td>
</tr>
<tr>
<td>MCC</td>
<td>25.00</td>
<td>7.25</td>
<td>35.97</td>
<td>32.01</td>
<td>89.68</td>
<td>34.01</td>
</tr>
<tr>
<td>ROC-AUC</td>
<td>62.96</td>
<td>53.47</td>
<td>68.8</td>
<td>66.17</td>
<td>89.43</td>
<td>54.00</td>
</tr>
</tbody>
</table>

3.4. Feature Ranking

Tables 3 and 4 (biostatistics tests) showed the features of the dataset that they are both significant for the serum creatinine and ejection fraction variables. Comparing the significant results of the biostatistics feature ranking test with the machine learning ranking test in Figure 5, it can be seen that the variables serum creatinine and ejection fraction also exist among the trio as the most significant features of our modeling. This is related to the study by Chicco & Jurman [7]. With this, we conclude that the features serum creatinine and ejection fraction are the most significant models for predicting HF survival in the observed patients.

Table 3. Features from the Mann-Whitney test

<table>
<thead>
<tr>
<th>Features</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time</td>
<td>6.623261e-16</td>
</tr>
<tr>
<td>Serum Creatinine</td>
<td>1.820929e-10</td>
</tr>
<tr>
<td>Ejection Fraction</td>
<td>3.454241e-06</td>
</tr>
<tr>
<td>Serum Sodium</td>
<td>4.657701e-03</td>
</tr>
<tr>
<td>Age</td>
<td>5.859484e-03</td>
</tr>
</tbody>
</table>

Table 4. Features from the Chi-square test

<table>
<thead>
<tr>
<th>Features</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ejection Fraction</td>
<td>0.000092</td>
</tr>
<tr>
<td>Serum Creatinine</td>
<td>0.000692</td>
</tr>
<tr>
<td>Time</td>
<td>0.000956</td>
</tr>
</tbody>
</table>

Figure 5. Feature Importance Graph from Random Forest Classifier
3.5. Remodeling of Models with Selected Features

Retraining the models with the selected features (serum creatinine and ejection fraction) significantly improved their accuracy and predictive capabilities as it reduced the dimensionality of the data. Looking at the classification reports in Figure 6, there is a massive increase in precision, sensitivity, and accuracy across all models, but the RF classifier remains the top-performing model with accuracy above 90%. This is in agreement with the results by Zhang et al (2020) that RF classifier has a high accuracy in the risk predictions in patients with cardiovascular disease.
4. Conclusion

This study utilized the medical data of 299 heart failure patients from the Faisalabad Institute of Cardiology and the Allied Hospital in Faisalabad, Pakistan. The following six machine learning models were trained and evaluated: Random Forest (KF) Classifier, Multi-Layer Perceptron Network, Support Vector Machine, K-Nearest Neighbors, Naive Bayes, and Logistic Regression. However, the initial results indicated that the models were biased toward predicting most patients who did not die from heart failure. By addressing the class imbalance in the data with the synthetic minority
oversampling technique (SMOTE), the performance of the six models improved significantly. Among the six models tested, the Random Forest classifier and Naïve Bayes showed the best accuracy in predicting heart failure survival. Furthermore, the study identified the most significant features for survival prediction through the Mann-Whitney and Chi-Square tests: Serum Creatinine and Ejection Fraction. Restructuring the six models using only these two features resulted in accuracy levels above 90% for the Random Forest Classifier, making it the most effective model for future predictions. This is in line with previous research by Chicco & Jurman (2020) [7], Patidar et al. (2020) [25], and Li et al. (2022) [26]. Therefore, the study demonstrated that machine learning methods could effectively predict the survival of patients with heart failure through the binary classification of electronic health records of patients with cardiovascular heart diseases. That is, the Random Forest classifier would be helpful in improving prediction and treatment, leading to better patient outcomes and mortality rates associated with heart failure.
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